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A prosecutor’s decision to charge or dismiss a criminal case is a
particularly high-stakes choice. There is concern, however, that
these judgements may suffer from explicit or implicit racial bias,
as with many other such actions in the criminal justice system. To
reduce potential bias in charging decisions, we designed a system
that algorithmically redacts race-related information from free-text
case narratives. In a first-of-its-kind initiative, we deployed this
system at a large American district attorney’s office to help prose-
cutors make race-obscured charging decisions, where it was used to
review many incoming felony cases. We report on both the design,
efficacy, and impact of our tool for aiding equitable decision-making.
We demonstrate that our redaction algorithm is able to accurately
obscure race-related information, making it difficult for a human
reviewer to guess the race of a suspect while preserving other in-
formation from the case narrative. In the jurisdiction we study, we
found little evidence of disparate treatment in charging decisions
even prior to deployment of our intervention. Thus, as expected,
our tool did not substantially alter charging rates. Nevertheless,
our study demonstrates the feasibility of race-obscured charging,
and more generally highlights the promise of algorithms to bolster
equitable decision-making in the criminal justice system.
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1 INTRODUCTION

It is a staple of a fair judicial system that justice should be blind.
Indeed, the image of Justitia, who’s “most enigmatic” trait is the
blindfold covering her eyes as she passes judgment [35], is almost
ubiquitous [20]. For centuries and across cultures, the notion of a
blind umpire has been held up as a depiction of a fair and equitable
decision maker. In the context of criminal justice, the ideal of “blind
justice” transforms into a specific, normative prescription: In de-
ciding on a defendant’s fate, members of the judicial branch and
law enforcement should not take into account immutable features.
For a smaller subset of these features, the normative prescription
evolves into a constitutional command. A decision motivated by
a consideration of so-called “protected characteristics,” such as a
defendant’s race or gender, constitutes a violation of the Equal
Protection Clause of the Fourteenth Amendment [38].! Yet ample
evidence suggests that immutable features—even those enjoying
constitutional protection—regularly influence the criminal process
at various stages, whether it be in the context of policing, prosecu-
tion, detention, adjudication or sentencing [23, 43, 67]. Consistent
with these findings, a majority of U.S. adults believes that the crimi-
nal justice system systematically favors white over Black suspects.?

A particularly critical decision point in the criminal process is the
prosecutorial decision whether or not to charge a case. Prosecutors
enjoy much discretion in deciding who and on what grounds to
prosecute [18], a discretion that Justice Jackson once called “the
most dangerous power of the prosecutor” [34]. The legal bar to
substantiate a claim that this discretion has been misused (“selective
prosecution”) is notoriously high [49]. Indeed, the first and last time
the Supreme Court concluded that the enforcement of a criminal
law violated the Equal Protection Clause was in 1886 with Yick
Wo v. Hopkins. In its most recent case from 1996, Armstrong, the
Court effectively made it impossible for Black defendants to compel
evidence for selective prosecution from the government unless
the defendants can already demonstrate that “similarly situated”

'Through reverse incorporation, the same standards apply to the federal government,
including federal prosecutors, under the Fifth Amendment. See Boiling v. Sharpe, 347
U.S. 497, 499 (1954).
Zhttps://www.pewsocialtrends.org/2019/04/09/race- in-america- 2019/


https://orcid.org/0000-0002-8279-6270
https://orcid.org/0000-0002-8671-6557
https://orcid.org/0000-0003-3739-769X
https://orcid.org/0000-0002-7121-5696
https://orcid.org/0000-0002-6103-9318
https://doi.org/10.1145/3461702.3462524
https://doi.org/10.1145/3461702.3462524
https://www.pewsocialtrends.org/2019/04/09/race-in-america-2019/

suspects were not prosecuted. At the same time, observational
studies suggest that discretion in prosecutorial charging decisions
may significantly contribute to racial disparities [66].

The picture painted by the empirical evidence, paired with the
high hurdles presented to those seeking legal recourse, often raises
the question whether justice “is really blind” [23, 60] or whether
the idea of blind justice is merely a “myth” [64]. Actually blind-
ing decision makers, while previously contemplated [57], has so
far evaded serious scholarly consideration, likely because it was
thought to be infeasible.3

In this paper, we report on a pilot initiative that enabled race-
obscured charging decisions in the district attorney’s office of a ma-
jor U.S. county. We implemented an algorithm to automatically re-
move race-related information from incident reports of felony cases
before they were reviewed by a prosecutor. In many jurisdictions—
including the one we study—a prosecutor’s decision to charge a
case is largely based on a written police report, conversations with
officers, and, in some cases, review of photographic and other physi-
cal evidence. To facilitate race-obscured charging, we used methods
from natural language processing to mask several types of infor-
mation in the incident reports that could indicate an individual’s
race, including: explicit mentions of race; select physical descrip-
tors, including hair and eye color; individuals’ names or nicknames;
location information, including neighborhood names and street
addresses; and officer names, given that prosecutors may remember
where officers are stationed.

In order to verify our tool, we assessed the ability of an expert an-
notator to infer the race of the individuals described in the masked
narratives. When asked to estimate the likelihood that a Black indi-
vidual was involved in a case, we found that the annotator achieved
an AUC of 0.70 [95% CI: 0.64-0.76]. We also found that these results
were roughly comparable to the AUC (0.63 [95% CI: 0.58-0.68]) of
a model based only on the alleged offenses. Because it is important
for prosecutors, at a minimum, to see the allegations, this similarity
suggests our algorithm obscures enough race information to make
human race inference difficult—i.e., close to the practical limit. We
also verified that the algorithm did not unintentionally redact any
additional information for most narratives, allowing the prosecutor
to make an informed race-obscured decision.

To aid use of our masking algorithm, we implemented a new
two-stage procedure for case review. First, before speaking with
officers or reviewing any non-redacted information on a case, a
prosecutor makes (and records) a preliminary charging decision
based solely on the algorithmically redacted incident report. Next,
the prosecutor reviews all the available evidence on the case, in-
cluding an unredacted incident report, and makes a final charging
determination. If, however, the preliminary and final decisions dif-
fer, prosecutors are required to provide a written explanation for
the change. This new procedure required transitioning the office
from a primarily paper-based system to an internal web-based plat-
form that we created. We designed this process and platform to
limit the role of race in charging decisions while also preserving
the opportunity for a full review of all relevant case information.

3Legal scholars have primarily discussed normative aspects of blind decision-making
in the context of the “John Doe” defendant, i.e. when the defendant cannot be identified
or should not be identified because the charges levied against him, even if unjustified,
carry with them a social stigma [72].

We used a quasi-experimental approach to investigate the impact
of our algorithm on charging decisions. We found that masking
did not substantially alter overall charging rates. We further found
that race-specific charging rates were similar for masked and un-
masked case files. However, even prior to adoption of our masking
algorithm, we found little evidence of racially disparate treatment
in our partner jurisdiction, based on an observational analysis of
historical charging decisions. Our results thus provide further evi-
dence that race does not substantially impact charging decisions in
the jurisdiction we examine.

We caution, however, that these findings should not be inter-
preted as proof for the absence of discrimination in charging de-
cisions more broadly. For one, our study is limited in geography.
Observational studies suggest that biases in prosecutorial charging
decisions may be a more significant problem in other districts [66].
We hypothesize our intervention could yield greater effects else-
where. In addition, with its focus on selective prosecution, our
work is tailored to detecting and mitigating disparities caused by
differences in the perception of race, which is merely one form of
discrimination. Our analysis does not investigate whether prosecu-
torial charging decisions lead to differential burdens across racial
lines, which is another form of discrimination recognized under
the law.* Finally, it bears emphasis that our results focus not on
biases in the entire criminal process, but only on a single decision
point.

Our work demonstrates that blind decision-making can be facili-
tated through the use of computational methods. The feasibility of
our implementation prompts the need for a serious and concrete
debate surrounding the normative aspects of blinding decision mak-
ers at the different stages of the criminal process. In particular, the
more widespread use of technology such as ours in the context of
criminal justice can have ambivalent effects on public trust. On one
hand, it may increase the confidence in the criminal justice system
and, for that reason, may constitute a beneficial intervention even
in districts such as ours that show no evidence of selective prosecu-
tion. On the other, many people are averse towards algorithmic or
algorithm-assisted decision-making [19] and the knowledge that
computational tools are involved in the decision-making process
could increase that aversion. It remains unclear how these public
concerns should be balanced off against the advantages of blinding.

2 BACKGROUND AND RELATED WORK

The concept of blinding as a means to counteract discriminatory
decision-making processes has been studied primarily in the con-
text of employment decisions. Blind symphony orchestra auditions
were famously found to increase the likelihood of female musicians
being selected [28]. Similarly, evidence shows job applicants with
seemingly Black or foreign names receive fewer callbacks than
other applicants [7], and that anonymized resumes can result in
more interviews of both minorities and women [12]. At the same
time, the anti-discriminatory effects of blind reviewing are lost once
candidates advance to the interview stage, where their identity is
necessarily revealed [75]. In addition, a blind review process can

“For instance, Title VII of the Civil Rights Act of 1964 regonizes “disparate impact”
as a form of discrimination, which, among others, applies to facially neutral hiring
policies that disproportionately burden minorities.



stifle efforts to intentionally promote diversity [33]. Further, nega-
tive signals that are discounted for minority candidates may hurt
them more significantly if the employer is unable to observe the
minority status directly [5]. Outside the hiring context, it has been
shown that a double-blind review processes for academic publica-
tions increases female authorship [10, 36]. In addition, after a study
showed that potential Airbnb hosts were more likely to reject Black
guests [21], Airbnb began hiding prospective guests’ pictures at the
application stage—though the results of this change have yet to be
studied empirically.

To our knowledge, our study is the first to empirically examine
the effect of a race-obscured decision in the context of criminal
justice. It further contributes to a growing literature on algorithms
in the law. Algorithms have become an increasingly central aspect
of the legal environment. In the realm of private law, they are used in
many commercial contexts [69], such as contract drafting [8, 13] and
contract review [32, 44, 45]. They are also increasingly prevalent
in the analysis of consumer contracts [30], and in discovery during
civil litigation [74]. On the administrative side, a recent report finds
that nearly half of 142 examined federal agencies have implemented
machine learning tools [22], reaching from predictive enforcement,
to facial and handwriting recognition, to automatic adjudicatory
error correction.

In criminal law, the vast majority—if not all—of commonly used
algorithms are designed to predict some future outcome from a
decision that may inflict significant costs or benefits on the individ-
ual [16, 17]. For instance, the prediction of a defendant’s recidivism
risk can be the difference between pretrial detention and release.
These types of algorithms raise two important legal and normative
challenges. The first set of concerns pertains to the forward-looking
nature of predictive algorithms. Because these algorithms tend to
penalize individuals for possible future conduct (instead of past
conduct), scholars have argued that the use of predictive assess-
ments is inconsistent with our existing theories of punishment—in
particular, the principles of retributive justice [29, 52]. There is also
concern about the potential for false positives that is inherent in
predictions [48, 50].

The second set of challenges focuses on the source of informa-
tion that most predictive algorithms use. Generally speaking, the
performance of predictive algorithms improves as they receive
more information as an input. Accurate prediction algorithms of-
ten use information about group characteristics (e.g., gender or
socioeconomic groups) to predict the behavior of an individual.
This effectively conditions punitive decisions on the mere fact that
the defendant is a member of a particular group, a generalization
that raises important concerns under anti-discrimination laws [65].
Does the inclusion of protected characteristics (e.g., race or gender)
automatically constitute a form of unconstitutional discrimination?
Does this prohibition extend to socioeconomic characteristics? How
should one treat attributes that are not themselves susceptible,
but strongly correlate with protected class characteristics (e.g., zip
code)? As the use of predictive algorithms becomes more ubiqui-
tous, their interaction with anti-discrimination laws remains at the
center of the legal debate [26, 39, 40, 58].

Our design avoids many of these normative challenges by break-
ing with the tradition of how algorithms are used in the criminal

justice system. In contrast to the forward-looking algorithms cur-
rently employed that focus on predicting an individual’s future
behavior, our algorithm to mask racial information can be con-
ceived of as a mechanism that enables the implementation of an
otherwise difficult redaction process. In principle, it is possible to
employ humans to remove racial identifiers from incident reports, a
practice that is unlikely to raise serious concerns about appropriate
theories of punishment. However, as this practice would be prohibi-
tively costly and performance may fluctuate from one human to the
next, our algorithmic approach offers a reliable and economically
feasible alternative.

Similarly, our implementation does not raise the same normative
concerns under anti-discrimination laws. Rather than relying on
group-based information (including protected characteristics, like
race) as inputs, we aim to remove information from the text of
incident reports in order to effectively mask racial cues. Indeed,
whereas the goal of previous implementations to maximize pre-
dictive performance is often in tension with anti-discrimination
doctrine, the goal of our system is to help decision makers avoid
engaging in conduct that is prohibited by anti-discrimination laws.

In addition to its contributions to the literature on algorithms in
law, our study makes a unique contribution to the extensive litera-
ture seeking to analyze the influence of race on different decision
points in the criminal process [2]. Many studies focus on disparities
in sentencing for Black and white defendants [23, 51, 55, 68, 70].
Other work has considered the role of race in policing [9, 24, 54],
arrests [4] and plea-bargaining [6]. More recently, scholars have
attempted to assess the cumulative effect of race across multiple
decision points [41, 43]. While the majority of these studies sug-
gests that people of color are disadvantaged, the evidence is often
ambiguous and sensitive to the specific methodology applied and
criminal context under investigation [23, 70].

Although it did not escape scholarly attention, fewer studies have
focused on the importance of race in the prosecutorial charging
decision [15, 42, 59, 71]. Perhaps the most ambitious examination
to date was conducted by Starr and Rehavi [66]. Examining 36,659
individuals in the federal criminal justice system from the initial
arrest to final sentencing, the authors found that the primary driver
for sentencing disparities between Black and white defendants stem
from differences in the initial charging decision of the prosecutor,
specifically for charges with statutory mandatory minimum sen-
tences. In contrast, a recent experimental study by Robertson et al.
[56] found no evidence of racial biases in charging decisions. The
authors presented prosecutors with vignettes in which the race of
the suspect was randomly varied and asked, among others, whether
the prosecutors would press charges. In an observational analysis
of prosecutors at the San Francisco District Attorney’s Office, Mac-
Donald and Raphael [47] similarly found little evidence of disparate
treatment in charging decisions. A few studies even found that
prosecutors may exert biases in favor of minority suspects [73].

Overall, the evidence on race effects in charging decisions, like
the evidence at other decision points, is ambiguous. Part of this am-
biguity may be explained by differences in geography or crime type
of the data under study [42]. In addition, some inquiries suffer from
small sample sizes [15]. We hypothesize that yet another reason
for the observed variability in results is driven by methodological
differences across the studies. Indeed, in order to identify racial



effects, nearly all previous efforts have relied on the “selection on
observables” assumption. That is, the researcher tries to adjust for
characteristics that are correlated with both race and charging de-
cisions (such as alleged crime type), and assumes that the residual
variation can be causally attributed to the race of the suspect. How-
ever, as is well known, this approach fails if there are unobserved
characteristics that may confound the results. For instance, a study
that adjusts for broad categories of crime may still be unable to
take into account variation in the severity of the alleged crime
within any particular category [66]. In the few instances in which
researchers have tested race effects in an experimental setting [56],
the hypothetical nature of the experiment can make it difficult to
extrapolate the findings to the real world.

Our study is the first to directly manipulate the perception of
race for charging decisions in the district attorney’s office of a
major U.S. county. Although practical considerations prevented
us from conducting a perfect randomized controlled trial (see the
Results section for a discussion of these limitations), our design
circumvents the most serious concerns with purely observational
approaches, complementing the results of past work and suggesting
a path forward for future researchers.

3 METHODOLOGY

To reduce the role of race in charging decisions, we made three
substantial changes to the case review and charging process at our
partner district attorney’s office. First, we developed a redaction
algorithm which automatically identifies and redacts race-related
words from incident narratives. Next, we designed a new two-stage
case review procedure that incorporates race-obscured review while
preserving attorney discretion with all available case information.
Finally, we built a custom web-based (private intranet) platform to
display these redacted case narratives and record the case decisions
made by prosecutors.

3.1 Masking narratives

Our redaction algorithm automatically identifies race-related infor-
mation in the free-text narrative included in every incident report.
We identify and obscure five types of information: (1) explicit men-
tions of race; (2) select physical descriptors, including hair and eye
color; (3) individuals’ names or nicknames; (4) location information,
including neighborhood names and street addresses; and (5) officer
names, given that prosecutors may remember where officers are
stationed.

Many of these types of information are identified through the use
of predefined regular expressions. For example, we match against an
openly available dataset of every street and neighborhood name in
our partner jurisdiction to identify instances of location information.
However, these identifications must be made with care to avoid over-
redaction (e.g., to avoid matching “Main Street” to every mention of
“main”). Similarly, we must avoid redacting color descriptions when
they do not refer to racial labels (e.g., “Black male” vs. “black car”).
Our filters adapt to these circumstances by specifying additional
criteria for a match. For example, to identify mentions of streets,
we require that the matching street name be preceded by a number,
or followed by a street type, such as “road” or “boulevard”.

Automatically redacted narrative
[Victim 1] reported that a

male with
wearing a black jacket assaulted
her in [neighborhood], next to
[Victim 1]’'s home. She reported
the incident to [Officer 1].

Original narrative

Lucy Johnson reported that a
male with

wearing a black jacket assaulted

her in Midtown, next to

Johnson’s home. She reported

the incident to Officer Lee.

Figure 1: Automated redactions from a fictional narrative
excerpt. Mentions of race, physical descriptors, names, and
locations are all identified and re-labeled to preserve read-
ability. Additionally, person labels are enumerated to track
each person’s role across a case. Non-race-related descrip-
tions (like “black jacket”) are preserved.

We identify individual names using a combination of both reg-
ular expressions and named entity recognition—a technique to
automatically locate and classify mentions of people, places, and
other “named entities” in unstructured text. Each incident report
includes a structured list of individual participant names, which
we leverage to identify instances of names in the narrative. Named
entity recognition assists this process by identifying other possi-
ble mentions of names which are not exact matches to the list of
involved individuals. Named entity recognition is also particularly
helpful when individual names are entirely omitted in the list of
involved individuals.

Complete obfuscation of race and race-related terms—as might
be visually implied by the black-bar redaction common in the re-
lease of federal documents—could make the narrative incompre-
hensible to a prosecutor. For example, with black-bar redaction, an
attorney may be unable to distinguish between the actions of the
victim and suspect in an assault case. Our algorithm preserves this
information by indicating the type of information obscured, and
enumerates mentions of each individual, so that they have the same
label wherever they are referenced. Figure 1 provides an example.
We note that certain demographic information is not redacted be-
cause it can have direct bearing on whether a prosecutor decides to
charge a case (e.g., a victim’s gender may inform whether a physical
altercation was mutually provoked or more likely one-sided).

3.2 Race-obscured review procedure

We designed a two-stage case review process to limit the influence
of race on charging decisions while also preserving the opportunity
for a full review of all relevant case information. In particular, our
procedure addresses a concern that redacted or omitted informa-
tion may significantly impair a prosecutor’s charging decision. For
example, given that it is difficult to imagine useful and effective
redaction of certain evidence—including photo, video, or audio—we
do not include these sources when asking an attorney to make
a race-obscured case decision. But these sources may reasonably
influence a prosecutor’s charging decision. To address this concern,
we require prosecutors to review any given case twice: first, they
conduct a preliminary race-obscured review with our redacted in-
cident report; and later, they engage in an expanded, final review
with all available (unredacted) information.



The initial race-obscured review occurs the first workday morn-
ing after an individual has been booked into jail, before a prosecutor
has spoken with officers or reviewed any non-redacted information
on a case. At this stage, prosecutors review only a limited set of case
information: date and time information; basic information about all
involved individuals, such as sex, age, height, and weight; details on
confiscated property; categorical flags, such as whether the incident
was gang-related; a list of proposed charges; and our redacted case
narrative. After reviewing this information, the prosecutor is asked
to select one of four options for the likely final charging decision:
“charge”, “probably charge”, “probably discharge”, and “discharge”.
Prosecutors are also asked to explain their decision with a brief
comment.>

At the charging decision deadline, typically 1-2 days later, the
same prosecutor conducts a final comprehensive review of the case.
This review includes not only the full, unredacted version of the
incident report, but also photo or video evidence, and any sup-
plementary reports filed in the interim. The prosecutor reviews
all these documents and makes a charging decision on the case.
Crucially, if this decision differs from their initial, race-obscured de-
termination, they are required to explain the reason for the change.
This stage of the process is intended to encourage prosecutors to
pause and consider why they have chosen to change their decision
compared to the initial, race-obscured review.

This new procedure required transitioning the office from a pri-
marily paper-based system to an internal web-based platform that
we created. Both algorithmic redaction and preliminary review take
place on our new platform. We plan to open source this software
after testing its extension to several other district attorney’s offices.

4 RESULTS

4.1 Assessing redaction quality

To statistically evaluate the quality of our redactions, we took two
approaches. To begin, we asked a member of our research team—
with previous experience reading unredacted narratives from this
jurisdiction—to read the algorithmically redacted narratives and
then predict whether a Black suspect was involved.® In prepara-
tion for the labeling task, the annotator saw the race of involved
individuals on 15 redacted reports. Then we recorded their predic-
tions in two separate ways. First, we asked the annotator to assess
each redacted narrative individually, and to provide a probability
estimate for whether a Black suspect was involved in the incident.
Because providing precise probability estimates can be difficult for
humans, we complemented the approach with a second task. We

5In the event that redaction was insufficient or erroneous, prosecutors can also leave
feedback on the quality of the redaction process, or explain other possible reasons
they could not review the case.

%Due to privacy concerns, we could not solicit an outside annotator to read and assess
redaction quality. There were two separate reasons we did not complete the same
validation task for Asian or Hispanic individuals. First, there are too few Asian indi-
viduals in our sample to reliably measure performance. Second, Hispanic individuals
are rarely classified as such in our partner jurisdiction, and so we inferred Hispanic
ethnicity based on one’s surname [54]. This name-based inference allows us to partially
assess the aggregate effects of our intervention on Hispanic individuals—as reported
below—but we do not believe that method is sufficiently accurate to conduct the type
of individual-level validation described here.
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Figure 2: ROC curves for models with access to varying lev-
els of case information. Models are evaluated on their abil-
ity to predict whether a Black suspect was involved in each
incident. Better performance is indicated by curves that ap-
proach the upper left corner; the dotted diagonal line indi-
cates a baseline model that guesses race completely at ran-
dom. Both the human and model with access to redacted in-
formation perform comparably to the baseline crime type
model, while the model with access to all information per-
forms substantially better than both. This suggests our algo-
rithm is able to effectively redact race-related information
from incident reports.

asked the annotator to review a pair of redacted narratives, inform-
ing them that exactly one of the narratives involved a Black suspect;
the task was to identify the incident involving a Black suspect.

As an additional method of evaluation, we trained a series of
machine-learning models to infer race using varying levels of case
information. One model had access to the same information as
our human reviewer—namely, the redacted narrative and the basic
case information provided to the prosecutor during race-obscured
review. The redacted narrative was represented by transforming
individual words into vectors using a 300-dimension GloVe embed-
ding. To obtain document embeddings, we then averaged over the
word embeddings. We also explicitly counted the occurrence of
each redaction token (e.g., “[race/ethnicity]”) and included these
counts as features. A second model was trained to infer race using
only the alleged charge, which we assume to be the minimal neces-
sary information required to make a sensible charging decision. We
would expect that perfectly effective race blinding which preserves
charge information would perform no better than this simple model,
making it a suitable baseline. A third model had access to every
case detail available (except race itself), including the unredacted
narrative. We excluded race from this model to measure the need
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Figure 3: Case counts over the intervention period. The blue
line represents cases with a completed race-obscured review;
every other felony case without a completed race-obscured
review is depicted in red.

for algorithmic redaction beyond the simple removal of a suspect’s
race from the incident report. For these prediction tasks, we trained
several gradient-boosted decision tree models—a state-of-the-art
machine-learning method for such classification problems. Model
performance was assessed using ten-fold cross validation. A fourth
baseline model simply guesses the most common class every time
to gauge the performance of a “naive” model which does not use
any case-specific information.

This task was assessed on the approximately 400 cases reviewed
during the pilot by our partner jurisdiction. In this sample, approx-
imately 43% of incidents involve a Black suspect, 30% involve a
Hispanic suspect, 29% involve a white suspect, 4% involve an Asian
suspect, and 3% involve a suspect of another race.” For the sake of
brevity, we report here on each model’s ability to predict whether
a Black individual was listed as a suspect, though we note the full
findings (listed in Table 1) are qualitatively similar when predicting
the presence of individuals from other racial or ethnic groups.

The baseline model—using only charge information—achieves
an AUC of 0.63 [95% CI: 0.58-0.68] when predicting the presence
of a Black suspect. The full model achieves an AUC of 0.92 [95%
CI: 0.90-0.93]. The human annotator with access to the redacted
narratives achieves an AUC of 0.65 [95% CI: 0.58-0.72] and an
AUC of 0.70 [95% CI: 0.64-0.76] for the single-case and pair-wise
predictions, respectively. The annotator slightly outperformed the
baseline model, but the difference is not statistically significant.

Our results suggest that the unmasked incident reports include
many identifiers that allow for the identification of a suspect’s race.
However, redaction successfully obscures racial cues, making it
difficult for our human annotator to acquire much information
about the suspect’s race. We do note that, with an AUC of 0.75 [95%
CI: 0.71-0.78], our classifier outperforms our human annotator and
appears to pick up on subtle cues when given the redacted incident
report. We thus cannot rule out that a prosecutor would be able to
pick up on cues that our human annotator misses. Future research

7 A single incident can involve multiple suspects and so these proportions sum to more
than 100%.

may consider identifying these subtle cues to assess whether they
are possible targets for further redaction.

In the extreme, it is possible to achieve perfectly race-blind charg-
ing by redacting every word in every narrative. However, these
narratives would be uninformative to attorneys making a charg-
ing decision. To demonstrate that our algorithm only masks the
intended race-related information—and nothing more—we asked
the same annotator to manually redact 30 narratives in order to es-
tablish ground-truth labels for what information should be masked.
Next, we compared these manually redacted narratives with au-
tomatically redacted versions of the same narratives. These 30
narratives contained 2,994 true redactions, and 2,995 algorithmic
redactions. Across this sample, our algorithm had a recall of 97%
and a precision of 93%, indicating that the algorithm limits mistaken
redactions while correctly identifying nearly all desired redactions.

4.2 Impact on charging decisions

Next we evaluate the impact of our deployment on charging prac-
tices. We aimed to randomize redaction at the level of individual
cases, but a conventional randomized controlled trial was not feasi-
ble due to operational considerations. We randomly selected up to
20 felony cases every day for a race-obscured review. However, as
a practical necessity, the unit supervisor had discretion to reassign
cases. Further, attorneys were encouraged but not required to carry
out a race-obscured review of the cases they were assigned. As
a result, cases that ultimately underwent a race-obscured review
were comparable—but not statistically equivalent—to those that
did not undergo a race-obscured review. Prosecutors conducted
over 400 race-obscured reviews during the pilot. Figure 3 plots the
number of cases with and without a race-obscured review during
the period of examination. As can be seen, the majority of cases are
decided without redaction, reflecting the limitations just discussed.

In Figures 4a and 4b, we assess the balance of several of our
covariates between cases that underwent race-obscured review.
The balance plots suggest cases were largely randomly assigned
for race-obscured review, alleviating concerns of selection bias
due to human discretion. One exception is narcotics cases, which
are assigned to a small number of highly specialized prosecutors
for review. We nonetheless opt to take a conservative approach
and analyze our intervention as a quasi-experimental design, as
described below.

In addition to limitations in our randomization strategy, we note
that case-level treatment assignment might suffer from spillover
effects. For example, the use of redaction on some cases could
impact decisions on non-redacted cases by drawing attention to
various elements of the non-redacted case files. In theory, one could
avoid potential spillover effects by randomizing assignment at the
level of prosecutors rather than cases. However, in our partner
jurisdiction, a small number of prosecutors make all initial charging
decisions, and so randomization at the level of the prosecutor would
significantly diminish statistical power.

To assess the pilot’s impact on charging practices, we compare
cases with a completed race-obscured review to those without.
Roughly 57% (95% CI: [52-61%]) of cases with a race-obscured
review were eventually charged, compared to 52% (95% CI: [50—
54%]) of cases without a race-obscured review. Table 2 breaks these



Naive (baseline) Crime type (baseline) Redacted Full
Acc. Acc. AUC Acc. AUC Acc. AUC
Black 61% 60% 0.63 67% 0.75 87% 0.92
[61%-61%] [58%-63%] [0.58-0.68]  [63%-72%] [0.71-0.78]  [85%-90%]  [0.9-0.93]
Hispanic 72% 73% 0.7 76% 0.71 - -
[72%-73%] [68%-78%] [0.64-0.75]  [74%-79%]  [0.68-0.75] - -
White 73% 73% 0.55 73% 0.69 83% 0.89
[73%-74%] [69%-78%] [0.49-0.62] [70%-77%] [0.62-0.77]  [80%-87%]  [0.87-0.91]
Crime type v v v
Age, sex, date v v
Categorical flags v v
Redacted embeddings v
Unredacted embeddings v
Location v
Census race inference from names v

Table 1: Auditing redaction efficacy by assessing a model’s ability to infer a suspect’s race. Lower and upper estimates corre-
spond to a 95% confidence interval. Note that the Hispanic label is partly imputed from individual’s names by classifying an
individual as Hispanic if Census records for that first and last name show it is commonly associated with individuals of His-
panic ethnicity. As a result, Hispanic predictions using the full model can replicate the label perfectly (and are thus invalid),

given the presence of the same attribute in the feature set.

Redacted review No redacted review Overall

Asian 47% [21-72%) 53% [46-60%] 52% [46-59%]
Black 52% [44-60%] 56% [53-59%] 56% [53-58%]
Hispanic  68% [59-76%] 51% [47-55%] 54% [50-57%]
White 55% [45-64%] 49% [46-52%] 50% [47-52%]
Overall 57% [52-61%] 52% [50-54%] 53% [51-54%]

Table 2: Actual charging rates, by race. Margins of error rep-
resent 95% confidence intervals. Note that—in generating
these raw statistics—we did not adjust for factors that par-
tially explain observed differences.

numbers down by race. For example, 52% (95% CI: [44-60%]) of
cases involving Black individuals with a race-obscured review were
charged, compared to 56% (95% CI: [53-59%]) of cases without a
race-obscured review. The small sample sizes—particularly for cases
with a race-obscured review—make it difficult to precisely estimate
charging rates. However, the observed differences, both overall and
across racial groups, are generally small.

As discussed above, this finding is consistent with observational
studies that have found little evidence of disparate treatment in
our partner jurisdiction. To reproduce these findings, we modeled
charging decisions for arrests that occurred in the six years prior
to the start of the pilot. We estimated charging rates as a function
of race, sex, and age; the day, month, and year of the arrest; the
presence of flags on the incident report indicating domestic vio-
lence, elderly victims, gang involvement, weapons, or the use of a
body-worn camera; the Census-derived racial composition of the
area in which the incident occurred; the precinct where the arrest
occurred; two-year retrospective arrest and felony arrest counts for

the suspect; the alleged charges; and the number of alleged charges
in total. After adjusting for these factors, we found no statistically
significant difference in charging rates for Black and Hispanic sus-
pects relative to white suspects. These results confirm that disparate
treatment in the charging decision is likely not a significant factor
in creating racial disparities in our partner jurisdiction.

As noted earlier, case assignment was not perfectly randomized
and it is likely that some of the factors that caused decisions to
be made on the platform correlate with charging decisions. For
instance, a prosecutor who is more likely to use the platform may
also specialize in reviewing narcotics cases. To address the problem
of possible confounding, we supplement the examination of the
raw charging rates in Table 2 with an analysis that seeks to adjust
for observed differences in cases. In particular, we fit a logistic re-
gression to estimate the relationship between race-obscured review,
race, and charging decision while adjusting for several possible
confounders, including: the suspect’s age, sex, and local arrest and
charge histories; date and location of arrest; a fixed effect for each
reviewing prosecutor; and the alleged crime type(s) (Table 3). We
also interact race with our indicator for whether a case was redacted
to allow for the effect of redaction to vary across racial groups.

After adjusting for these factors, we again find no statistically
significant difference in charging rates between cases with a race-
obscured review and those without, although the relatively small
number of cases make it difficult to estimate the effect precisely.
Specifically, we estimate that cases which received a race-obscured
review had 0.9 times the odds of being charged as those without a
race-obscured review, with a 95% CI of 0.6—1.4. To illustrate how
redaction effects vary by race, Figure 5 depicts estimated charging
rates for a hypothetical suspect—a 35-year-old man arrested on a
Monday in February with a single assault charge—under varying



Simple Demographic Full Full w/ pros.
Has redacted decision .2 [0.8-1.8] 1.2 [0.8-1.8] 1[0.7-1.7] 0.9 [0.6-1.4]
Asian 2[0.9-1.6] 2[0.9-1.6] 3[0.9-1.8] 1.5 [1.0-2.1]
Asian X redacted .6 [0.2-1.9] 6 [0.2-1.7] 5[0.2-1.7] 0.5 [0.1-1.6]
Black 3[1.1-1.6] 3[1.1-1.5] 3[1.1-1.5] 1.2 [1.0-1.5]
Black X redacted .7 [0.4-1.1] 7 [0.4-1.2] 7 [0.4-1.2] 0.7 [0.4-1.3]
Hispanic 1[0.9-1.3] 0 [0.8-1.2] 0 [0.8-1.2] 0.9 [0.7-1.2]
Hispanic X redacted .6 [0.9-2.9] 6 [0.9-2.9] 4[0.8-2.6] 1.5 [0.8-2.8]
Other 8[0.6-1.1] 8 [0.5-1.1] 8 [0.5-1.1] 0.8 [0.5-1.1]
Other x redacted 9[0.3-2.9] 9[0.3-2.9] 5[0.2-1.9] 0.6 [0.2-2.1]
Race v v v v
Has redacted decision v v v v
Age, sex v v v
Day/month of arrest v v
Precinct v v
2-yr ct. of arrests v v
2-yr ct. of filed felonies v v
Crime type v v
Prosecutor fixed effect v

Table 3: Selected logistic regression coefficients, presented on the odds scale, for a model of charging decisions made during
the pilot period. Lower and upper estimates correspond to a 95% confidence interval. White individuals who did not receive a

race-obscured review are treated as the baseline.

Actually charged Actually dismissed

Prelim. charge 187 95
Prelim. dismiss 49 85

Table 4: Number of cases charged and dismissed, split by
preliminary race-obscured decision and final actual deci-
sion. For simplicity, we have grouped the available prelim-
inary options “probably charge” and “charge” into a single
category (with a similar consolidation for preliminary dis-
missals).

assumptions about his perceived race and the presence of a race-
obscured review. We see generally similar—though imprecisely
estimated—charging rates across race groups, both when a case
includes a race-obscured review and when it does not.

Finally, we examine the preliminary decisions of prosecutors,
based solely on their read of the redacted incident report. In their
initial decisions, as seen in Table 4, prosecutors recommended press-
ing charges in 68% (95% CI: 63%-72%) of cases. After reviewing
the complete, unredacted case file, charging rates drop to 57% (95%
CI: 52%-61%). We note three possible mechanisms for the lower
final charging rate. First, there may be a de-personalization effect
from the platform, where the lack of personal information obscured
by redaction causes prosecutors to act more punitively. Alterna-
tively, prosecutors may overestimate the likelihood that the full,
unredacted case files would contain incriminating evidence. It is
also possible that prosecutors act conservatively by defaulting to
“probably charge” or “charge” when the likely final decision is suf-
ficiently unclear. This behavior would reduce the chances that a

prosecutor would need to explain a reversal from “dismissed” to
“charged” during the final review.

5 DISCUSSION

In the context of criminal justice, algorithms are most commonly
employed to impose punitive measures in the ostensible service
of public safety (e.g., as with predictive policing and pretrial risk
assessment). That history may explain popular discontent with
algorithmically aided decisions. But, as our implementation shows,
algorithms can also be used to reign in potential abuses of power.
As modern data analytics have helped to police the police [27],
so too can algorithms help assess and rectify the actions of other
decision makers in the criminal justice system.

More broadly, we are seeing a new type of algorithm emerge;
one that is designed at the outset to protect the rights and sup-
port the needs of system-involved individuals. For example, recent
work uses reinforcement learning to craft personalized text message
reminders for individuals with upcoming court dates, and optimiza-
tion methods to offer select individuals transportation vouchers to
further improve court appearance rates [1]. This latest generation of
supportive algorithms—which aims to reduce social stratification—
creates new challenges for anti-discrimination doctrine. The current
focus of the legal community lies on constraining the input fac-
tors for algorithmic decision-making. While particularly important
for predictive algorithms with punitive consequences, this focus
provides little guidance to those who seek to use algorithms in the
service of furthering due process goals. For example, if an algo-
rithmic system learns that men and women, or Black and white
individuals, respond differently to court appointment reminders,



Age Race Sex

Has redacted decision
75%

~e— No redacted decision

50%

25%

0%

L s e e e e S e e T T
DO 0000000 x jo) o c 6 [0} [0}
NOFHOND0DDS g £ T & 2 o ©
oL LELLLT 25 8 2§ 2 £
TANMOITWLON©OO @ ; % < S} (o}

& 2 w
T
(a) Demographic variables.
Crime Description
30%
20% Has redacted decision
-»- No redacted decision

10% 4

o, 4 —o—

e e S . e e e e R
S8z57828%8855¢285%5¢82¢¢
= 8 2053589 c oL oK EEGE o

Q Q = L X 5 5 S T o =
$3PF 23888 d PO L FECS2T
< 53 P S 2 005 € = 28 >0 50

z > > 3 £ £ 3 s 2 5835 =sS

=1 e 5 o £ L5 38X >
2 g E £ o T >uw 2 ©
ke 2z s < A
= m;% L g x
= o c S) 4 3
=) = @ 7

=
2 o £
a 2 o

[}

=

(s}

e

(b) Crime description.

Figure 4: Balance plots comparing select attributes between
cases that did and did not receive a race-obscured review.

should that information be used to design better personalized com-
munications? Likewise, should protected characteristics be used
to statistically inform the allocation of limited transportation ben-
efits? It remains unclear how to trade off concerns arising out of
the use of protected characteristics against the desire for tailored
interventions that seek to support the recipient.

In our particular application—race-obscured charging—it is simi-
larly unclear what other characteristics ought to be masked from
the decision maker. If we mask race, should we also redact infor-
mation about other protected classes, such as gender and religious
affiliation? Beyond legally protected classes, should masking extend
to socioeconomic information? What if the decision maker seeks to
favor a specific minority group and blinding prevents the protected
group from enjoying a more favorable treatment?® Further, while
blinding can help counteract selective prosecutorial practices, it can
also remove information that is important to determine the exact
circumstances and likely culpability of the alleged conduct. For
instance, racial cues may inform prosecutors about the likelihood
that an infringement on the victim’s rights was racially motivated

8Research suggests that prosecutors may favor female suspects with reduced charging
decisions [46], so blinding gender could increase charges for women.

Black | Hispanic || White

Redacted
# Unredacted
70% -

Predicted charge rate

40% -

Figure 5: Estimated charging rates for a canonical individ-
ual: a 35-year-old male arrested on a Monday in February
on a single assault charge. We note that—after adjusting for
all listed covariates—charging rates are roughly equivalent
across race groups.

and may thus constitute a hate crime. As the applications of al-
gorithms continue to evolve, it will be of crucial importance to
assess and evaluate these and related questions on the interaction
of technology and anti-discrimination laws.

Blinding is one form of remedy aimed at removing disparities
between members of different racial categories, but there are alter-
natives. For instance, rather than not using racial information at
all, Butler [11] supports the use of affirmative action in the criminal
process, which promulgates the use of race-conscious policies to
the benefit of racial minorities (e.g., by mandating that Black sus-
pects cannot be subjected to criminal enforcement of drug-related
crimes in a way that is disproportionate to their actual rate of com-
mission). This raises the question whether blind decision-making,
even if feasible, is also normatively most desirable. In particular,
blinding necessarily removes identifying and individualizing in-
formation from the decision-making process, potentially making
it more difficult to both empathize or feel anger towards the in-
dividuals involved [62, 63]. Although there is evidence to suggest
that deidentification can alter punitiveness [63], scholars have been
resistant to discuss the role empathy ought to play in the context
of adjudication and law enforcement [14]. The imminence of tools
that allow for widespread deidentification bring new urgency to
these debates and make their associated costs and benefits more
concrete.

In addition to the potential for our algorithm to improve pros-
ecutorial behavior, it offers a new path for auditing decisions. In
practice, as we have discussed above, it can be difficult to redact
case details in a true randomized controlled trial. Still, we believe
the general methodology we propose is a compelling and com-
plementary alternative to traditional observational analysis and
experiments in synthetic environments.

In the jurisdiction we study, our proposed methodology reveals
no clear evidence for racial biases in prosecutorial charging deci-
sions. We highlight, however, that the scope of our study is limited
in several important aspects. First, with approximately 4,000 cases



in total, and with under 500 race-obscured reviews, our sample size
is relatively small, making it difficult to obtain precise estimates.
Second, our results do not necessarily extend to other jurisdictions,
as past observational studies suggest that selective prosecution may
be a more significant problem in other districts.

Third, the racial biases we study merely cover one aspect of im-
permissible conduct recognized under anti-discrimination laws. But
even in the absence of such biases, prosecutorial charging decisions
can impose undue burdens on racial minorities that can be equally
susceptible to concerns about discrimination [3, 25, 37]. Consider,
for instance, criminal processing in the context of drug enforcement.
Prosecutors are less likely to use their discretion to the benefit of
the suspect if the incident involves crack cocaine as opposed to pow-
dered cocaine [31]. At the same time, minorities constitute a larger
share of those reporting to have used crack cocaine when compared
to those who report having used powdered cocaine [53]. Hence,
a prosecutorial policy that is more likely to press charges for use
of crack cocaine than powdered cocaine impacts racial minorities
disproportionately [61], even if individual charging decisions are
perfectly race-blind. It is important to emphasize that our findings
do not speak to the presence or significance of such disparities in
the effect of prosecutorial discretion.

Finally, we focus only on prosecutorial charging decisions, an
early step in the criminal process. While it is important to obtain
causal estimates for racial biases at every decision point [25], a
fuller picture of the role of race in criminal justice requires one to
consider a multitude of steps, such as racially motivated policing,
dismissal and sentencing [43].

Our work highlights the rapidly expanding development and use
of algorithms in criminal justice, both for auditing and for improv-
ing behavior. Whereas past work has largely focused on statistical
risk prediction, there is urgent need for a more comprehensive legal
and normative debate surrounding the broader class of algorithms
now emerging. In addressing the accompanying concerns, legal
scholars can provide a robust foundation that will help orient, refine
and appropriately constrain the development of new tools as they
are introduced into the criminal justice system.
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